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ABSTRACT: In this study, five main sets of experiments were performed to verify the validity of the proposed model. 

First, we compared the prediction performance with that of various baseline models to investigate model feasibility. 

Second, four different variants of the TEA model were constructed and tested to analyze the impact of different 

components. Third, the effects of the attention mechanisms were intuitively investigated to confirm the contributions of 

the multihead attention and temporal attention mechanisms to the overall performance. Then, trading simulations were 

performed as a profitability test. Finally, we performed an error analysis to analyze TEA from various perspectives. 

The results indicate that the proposed model successfully achieves the stock movement prediction task with satisfactory 

experimental performance. Through comparisons with state-of-the-art methods, we find that the proposed method is 

more suitable for practical application and can help traders avoid financial risks and make more favorable decisions. 

KEYWORDS: Structured multi-head attention, Stock prediction, Heterogeneous financial data 

I. INTRODUCTION 

In recent years, the use of social media information to predict the financial market has attracted the attention of more 

and more researchers, and some satisfactory experimental results have been achieved. This is due to the fact that social 

media information contains investor-related attitudes and subjective sentiments towards the financial market, resulting 

in many investment banks and hedge funds trying to dig out valuable information from media information to help better 

predict financial markets, which plays a key role in predicting the market. At the same time, the efficient market 

hypothesis (EMH) introduced by [1] points out that the current price of the asset reflects all the prior information that is 

immediately available. Therefore, using social media information and the actual price of the current financial market 

seems to be able to complete the market forecasting more accurately. 

The data collected from social media is mainly text, which can be regarded as a natural language processing problem 

(NLP). Currently, commonly used texts are mainly public news and Twitter, and Twitter is more time-sensitive than 

public news. In addition, there is a large amount of data reflecting market sentiment in social media, which, of course, 

or indirectly, affects the trading psychology of investors and thus has an impact on stock prices. Therefore, many recent 

studies only use tweets to predict stock trends and at the same time explore the characteristic information of these texts 

at a deeper level [2, 3]. However, due to the time series characteristics of the financial market, historical data at 

different times has different impacts on the target trading day. 
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Fig 1: A New Stock Price model 

Based on the abovementioned research, we can find that few research studies integrate text, and stock prices to realize 

stock market forecasts. Experiments show that the method of fusing tweets and actual stock prices with a small time 

window is superior to the prediction results generated by using text or stock prices alone [4, 5]. This reflects that the 

wisdom of the crowd comes from the interaction between individuals and the gathering of group opinions. The 

collective judgment of the group may be much better than the judgment made by a single person. However, currently, 

there are few studies using this method to predict the stock market; therefore, it is valuable to propose a research 

method that integrates social media information and stock prices. 

Considering the current results, we still face some challenges: first, the stock market is regarded as time-series data, so 

the data is temporal dependent, and the value of historical information may decrease over time. In addition, the use of 

tweets and historical stock prices and other financial data to more accurately analyze and predict the rise and fall of 

stocks is still a problem worthy of in-depth discussion. In order to effectively solve the above problems, we propose a 

novel transformer encoder attention (TEA) network architecture, which is a network framework for deep extraction of 

financial data features and further integration, including a feature extractor and a concatenation processor, where the 

historical data uses the information of five calendar days from the target trading day as the training data. In addition, 

transformer is used to extract text features in-depth, and the attention mechanisms are used to obtain key information 

from financial data. Through the above framework, one can effectively predict the rise and fall of the target trading day. 

For comprehensive experiments, we chose several evaluation metrics to verify the effectiveness of the proposed 

method in various situations. First, we investigated the feasibility of TEA by comparing its predictive performance with 

that of other baseline models. Second, we conducted an ablation study of the integrated TEA framework, including 

ablation of the input data and the model components. Then, visual experiments are presented to demonstrate the effects 

of various attention mechanisms. Through the performance comparison with related methods, the effectiveness of the 

method proposed in this paper is fully demonstrated. Furthermore, stock trading simulations are used to illustrate the 

potential application of the proposed model in actual market trading. Finally, we analyze the performance of the TEA 

model under special circumstances to detect weaknesses in this method. 

II. RELATED WORK 

In recent years, deep learning (DL)-based stock prediction methods have been extensively studied and satisfactory 

results have been achieved [5–7]. Vargas et al. [8] use financial news headlines and prices to estimate the movement of 

a certain day. The main framework uses a traditional convolutional neural network (CNN) and recurrent neural network 

(RNN) architectures. Sohangir and Wang [9] propose financial forecasting through DL methods, combined with stock 

Twitter data, to help investors make decisions. The approach proposes a more innovative analytical approach that 

provides insights for future solutions. Li et al. [10] proposed a unique approach to text-data fusion that was based on 
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LSTM’s model, using four different sentiment dictionaries for a five-year stock market prediction experiment on stock 

technical indicators and text news data from Hong Kong. However, Lee and Kim [11] proposed a capsule network 

model based on the transformer encoder (CapTE), which uses the transformer encoder to extract the deep semantic 

features of social media texts, and then capture the structural relationships of these texts through the capsule network. 

In addition, attention mechanisms have been applied in many fields since their emergence, and they have now been 

applied to financial market research problems, especially the temporal attention mechanism, to adapt to the time series 

of financial data and obtain critical information. For example, [12] developed a hybrid attention network (HAN) to 

predict stock trends based on the sequence of recent related news items, which can significantly increase annual returns. 

With the help of tweets and stock prices that is based on incorporative attention mechanisms and multilevel local 

features, Hu et al. [13] proposed a stock price prediction network (SMPN). Wang et al. [14] have conducted an in-depth 

analysis of the timeliness and target sensitivity of stock investment reviews, the reliability of investors, public stock 

reviews, and their application in stock trend forecasting. The paper proposes a new framework based on dynamic 

experts’ attitudes for aggregate stock trend forecasting, in which scores mainly use temporal attention to achieve 

decision-making. From the above research, it can be found that deep learning has shown great potential in the field of 

financial market forecasting, and it is expected that better results will be achieved in the future. 

In summary, the use of the advanced DL framework to analyze financial data is an effective way to improve stock 

prediction results. The combined framework that we designed requires in-depth extraction of text and stock price 

features, and on this basis, can effectively integrate the extracted features of different types of information so as to 

completely realize the Accuracy of prediction and enhance its application in the actual financial market value. 

However, the current learning framework still has a lot of room for development in integrating text and numerical data. 

Therefore, we have designed a complete network framework that can process financial time series data and obtain key 

information from corresponding tweets. Among them, we adopted a transformer architecture that is completely 

different from the traditional architecture, mainly considering that it is not troubled by long-term dependence problems, 

avoiding information dependence problems, and thus greatly reducing training time. In addition, a small-time window, 

that is, the historical data of 5 days from the target trading day, is used for forecasting so as to obtain more valuable 
information and avoid focusing on too many resources. Correspondingly, we use an improved temporal attention 

mechanism to analyze financial data from the perspective of dependence and information content to extract features 

that are more useful for predicting the stock market. In addition, we adopted an auxiliary forecasting strategy, that is, 

using previous forecasts to assist in determining the trend of the target trading day. In general, the abovementioned 

deep learning framework is used to realize the fusion and prediction of text and stock prices so as to be applied to 

actual stock prediction scenarios. 

III. METHODS 

Next, we compare the baseline models and TEA on the composition of the framework. First of all, StockNet and Adv-

LSTM adopt the bidirectional gated recurrent unit (BGRU) and LSTM structure, respectively, in the text feature 

extraction stage, while TEA adopts the transformer encoder; the subsequent architectures are basically the same. The 

results show that the transformer-based method has significant performance advantages over the traditional RNN 

method. At the same time, CapTE also uses the transformer encoder to extract deep text features. Overall, the 

experimental results of this method are indeed significantly better than other baseline methods. However, TEA’s results 

are still better than other transformer-based methods, mainly because CapTE’s source data only uses social media text 

information, without considering real stock market prices. In addition, by comparing the overall prediction results of 

the baseline model, it can be seen that there is still a lot of room for improvement in the performance of the HAN 

model and the Adv-LSTM model. The fundamental reason is the lack of practical applicability of the submodel and the 

onesidedness of reflecting emotions. It can be seen that choosing a suitable submodel has a crucial influence on the 

experimental results. Finally, the experimental results of the CH-RNN model based on RNN are still quite satisfactory. 

This model uses a variety of different types of attention mechanisms as the mainframe to conduct bidirectional analysis 

of the target text, thus demonstrating the advantages of the attention mechanism in obtaining key information. SMPN 

also adopts the idea of fusing text and prices with the attention mechanism as the main body and adopts the method of 

concatenation. Similarly, model1 considers news text and integrates emotional information, but the model it uses is a 

more traditional method and does not deeply integrate the two types of information. 
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Fig 2: Predicting stock market index using LSTM 

In recent years, there have been some new methods to solve the problem of stock prediction, especially when combined 

with knowledge graphs, we can see that LSTM-RGCN obtained great results using the graph. And the model of CNN-

BiLSTM-AM combined the traditional method and deep learning model to predict the stock. Maybe how to combine 

them better is a problem to explore. And also, we find that FOCUS used the fuzzy system to achieve trading, it seems 

that this kind of method is a novel direction. However, the results of the above methods behave poorer than our method, 

there are some reasons: first, there are differences in extracting features, which may play an important influence on 

prediction; second, historical data and time window are also key factors. It is observed that our method obtained 

satisfactory results on three datasets, which demonstrate the great effect. 

IV. RESULT ANALYSIS 

In order to further illustrate the impact of the information used in the improved temporal attention mechanism and the 

dependent scores on the actual stock market, we observe the relationship between stock price changes and tweet 

information. In Figure 4, we have plotted the rise and fall of three stocks over time. It can be concluded that the trend of 

stocks is not only affected by historical stock prices but also by tweets, which directly proves that the improved timing 

attention mechanism we proposed is comprehensive. In fact, investors can carefully synthesize relevant investor 

comments and prices to better assess their impact on the underlying stocks. Therefore, the ideal framework for 

simulating this analysis process should integrate and interpret such information over a continuous period of time, rather 

than analyzing these factors separately. 

 

Fig 3: predict price Result analysis 
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In this article, we compare the performance of TEA and CapTE and analyze the situations where TEA produces wrong 

results but CapTE is correct. There are two scenarios: firstly, if a trader writes a tweet with negative sentiment, for 

example, the tweet “Mobile phones are depreciating faster than Vanke A is falling,” the comment was actually talking 

about the devaluation of mobile phones, but the trader’s sentiment extended to the stock, leading to a malicious 

comment about the corresponding stock. Secondly, comments about market issues from long ago may appear on 

Weibo. For example, the financial tsunami discussed in “The 2008 US-induced financial tsunami caused Chinese stock 

prices to fall by almost 80%” occurred in 2008 and is not relevant to the current stock market, yet in this case, it would 

be difficult for our model to obtain correct predictions without introducing relevant information. 

V. CONCLUSION 

In this paper, we have proposed a novel DL model called TEA, which can use the historical stock prices from five 

calendar days in combination with social media tweet representations to predict stock movements by means of a 

transformer encoder and attention mechanisms. To solve the problems of temporal dependence in financial data and 

insufficient effectiveness in fusing information from tweets and stock prices, an architecture consisting of a feature 

extractor and a concatenation processor is adopted. For the feature extractor, the structure consists of a transformer 

encoder, attention mechanisms, and a normalization strategy to effectively extract features and learn key information 

through relevant reviews of tweets and preprocessing of stock prices. The concatenation processor then processes the 

fused features to capture the temporal dependence. The overall framework realizes effective processing and analysis of 

tweets and stock prices to improve the Accuracy of stock movement prediction. 
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